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Figure 7: Content produced for different screen sizes. The viewing
conditions and target depth ranges for each device can be found in
Table 1. In the middle of each row, magnifications of certain parts
of the vistas are shown. The differing viewing conditions demand
different disparities for the depth image to be perceived in the de-
sired range.

viewing distance was 3m, and our controller was configured for
a target depth range of [-51.4, 86.5] cm with respect to the dis-
play. The static stereoscopic parameters were set such that at the
beginning of each scene the resulting disparities were identical to
our controller. According to our above mentioned goals, for every
comparison the participants had to answer either left or right for the
following two questions:

Q1: Which one is more comfortable to watch?
Q2: Which one looks more realistic to you?

When considering all 10 scenes in the evaluation, we received 310
votes for each of the two questions. Regarding question 1 about
comfortable stereo viewing, our controller was preferred in 61.7%
(191 of 310) of the examples, while the fixed stereo was preferred in
38.3% of the cases. In terms of realism, the results of our controller
were preferred in 60.7% (188 of 310) of the scenes compared to
39.3% for the static stereo settings.

One stereoscopic issue that has not been considered by the stereo
controller proposed in this paper is the problem of so-called frame
violations: if an object with negative disparity, i.e., in front of the
screen, is cropped at the screen borders, the human visual system
can get confused. This can be uncomfortable to the viewer. For the
results used in this study, our stereo controller mapped the complete
scene into a target volume [-51.4, 86.5] cm around the display. This
introduced frame violations in some situations. We deliberately did
not correct for such frame violations in order to evaluate the ef-
fects of depth remapping only. However, such a correction is trivial
to add by adding corresponding ‘floating windows’ [Gateau and
Neuman 2010; Smolic et al. 2011]. Therefore, if we remove the
two sequences from the evaluation where the most obvious frame
violations occurred (resulting in 248 answer per question), the pref-
erence for our method in terms of comfort raises to 70.9% (176 of
248), and in terms of realism to 69.3% (172 of 248). All these
results are statistically significant with a p-value < 0.01.

From these results we can conclude that the stereoscopic imagery
optimized by our controller was generally preferred by the subjects
and created a more comfortable viewing experience without com-
promising perceived realism of scene depth. In addition, the results
indicate an interesting correlation between comfort and perceived
realism that we did not anticipate. In 86.1% of the answers the
more comfortable rendering was also selected as the more realistic
one. This is interesting since the dynamic adaptation of baseline
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Figure 8: Examples of exact stereoscopic control using our method.
Left: The torus is rendered such that it appears directly in front of
the screen plane. Middle: Exactly half of the torus appears in front
and the other half behind the screen. Right: The torus appears
one seventh of its original target length behind the screen and its
perceived length is halved. With our controller such settings can be
guaranteed while the viewpoint changes dynamically.

and convergence and the resulting scaling of perceived depth over
time seems to be less compromising in terms of perceived realism
than excessive disparities.

6.3 Limitations and Future Work

The disparity optimization framework, to this end, only manipu-
lates the two most basic stereoscopic parameters, the camera con-
vergence and interaxial separation. This allows for an analytical
solution that is very fast to compute, but it is only a solution in a
two-dimensional configuration space. While this is the most practi-
cal solution for real-time environments, we would like to investigate
techniques for more complex nonlinear disparity remappings. Our
experimental study provides encouraging evidence that this might
be even more beneficial for the viewer. However, our study is only
a first indicator that adaptive stereoscopy can increase viewer com-
fort. Additional studies need to be conducted to better understand
the effects of such a stereoscopic control. Furthermore, our method
is designed for interactive environments without control over the
camera movement. However, as we only manipulate the camera
separation and convergence, nothing would prevent our method
from working with real cameras, too. We would like to inves-
tigate the possibility to implement our method on a stereoscopic
camera rig such as the one by Heinzle et al. [2011]. Finally, the
linearized temporal interpolation of the stereoscopic parameters in-
tuitively seems to work well for adjusting stereoscopy on-the-fly.
However, it is not clear yet if the linearized interpolation is optimal.
On the one hand, we want to further explore the temporal behavior
when optimizing for multiple target regions, and evaluate to what
extent local minima of the optimization influence the result. On the
other hand, we would like to further investigate the effect of our
linearized interpolation on the viewer’s perception.

7 Conclusion

In this paper we have described an effective and efficient solu-
tion for optimizing stereoscopic camera parameters in interactive,
dynamic 3D environments. On the basis of a viewer-centric and
a scene-centric model, we have defined the mapping between the
scene depth and perceived depth as an optimization problem. We
have derived constraints for a stereoscopic camera controller that
is capable of rendering any visible scene content optimally into
any target depth range for arbitrary devices and viewing config-
urations. Moreover, we have addressed the problem of blending
stereoscopic parameters and the resulting nonlinear distortions in
perceived depth. Our method allows for a linearization of such ef-
fects, but also for more complex temporal transformations to render
desired depth effects in the target space. With running times less
than 0.2ms per frame even at full HD resolution, our controller is
fast enough even for demanding real-time applications. Our experi-
mental evaluation showed that our controller is preferred over naive
stereoscopic rendering.
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